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Introduction

Let 𝔽𝑞𝑘 be a finite field with 𝑞𝑘 elements of characteristic 𝑝 and let 𝑌/𝑋 be a cover of curves over
𝔽𝑞𝑘 . It is of interest to count 𝔽𝑞𝑘-rational points on 𝑋 that have a point of given degree 𝑑 in their
fiber in 𝑌 .
One application is described in [2]:

Theorem 0.1. Given a prime power 𝑞 > 61 that is not a power of 4, an integer 𝑘 ≥ 18, coprime
polynomials 𝑓0, 𝑓1 ∈ 𝔽𝑞𝑘[𝑡] of degree at most two and an irreducible degree 𝑑 factor ℎ of 𝑓0𝑡𝑞 − 𝑓1,
the discrete logarithm problem, i.e. finding solutions to 𝑛𝑙 = 𝑚 in 𝔽𝑞𝑘𝑑 ≅ 𝔽𝑞𝑘[𝑡]/(ℎ) can be solved in
expected time 𝑞log2 𝑑+𝒪(𝑘).
For𝑑 = 𝑞−1we can always find a polynomial that can be used for the theorem. Indeed, according

to Kummer theory there exists an 𝑎0 ∈ 𝔽𝑞𝑘 such that 𝑡𝑞−1 − 𝑎0 is irreducible. Let 𝑝 ≠ 2, 3. We will
look at another family of polynomials given by the equation

𝑓 = 𝑡𝑞+2 + 𝑡2 + 𝑎2𝑡 + 𝑎.
This polynomial turns out to have Galois group 𝐺 = S𝑞+2.
To a parameter 𝑎0 ∈ 𝔽𝑞𝑘 we can assign the element Frob𝑎0 ∈ 𝐺. Its cycle lengths, acting on

the zeroes of 𝑓, amounts to the degree of irreducible factors of 𝑓(𝑡, 𝑎0). The Chebotarev density
theorem then says that the amount of points with a given cycle type has density 𝑐

|𝐺|
. Using an

effective version, in our particular case we will get the result:

Proposition 0.2. There exists 𝑘 ∈ 𝒪(𝑞) and 𝑎0 ∈ 𝔽𝑞𝑘 such that 𝑓(𝑡, 𝑎0) has an irreducible factor of
degree 𝑑 for any 1 ≤ 𝑑 ≤ 𝑞 + 2.
Calculations in Sagemath suggest that the bound on 𝑘 is not precise enough. For small 𝑞, i.e.

𝑞 < 100, it is enough to choose 𝑘 = 2.
One approach for giving a better bound is to find polynomials with smaller Galois groups. Noting

that at the same time this restricts the possible degrees of irreducible factors. An example for such
a polynomial was found by Abhyankar, he showed that the Galois group of

𝑔 = 𝑡𝑞+1 + 𝑎𝑡 + 1.
is PSL2(𝔽𝑞). Without any restriction on the characteristic we get:

Proposition 0.3. There exists 𝑘 ∈ 𝒪(1) and 𝑎0 ∈ 𝔽𝑞𝑘 such that 𝑔(𝑡, 𝑎0) has an irreducible factor of
degree 𝑑 for

• 𝑑 = 𝑝

• {𝑑 ∣
𝑞−1
2

𝑝 ≠ 2
𝑑 ∣ 𝑞 − 1 𝑝 = 2

• {𝑑 ∣
𝑞+1
2

𝑝 ≠ 2
𝑑 ∣ 𝑞 + 1 𝑝 = 2.
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insights about the subject and answered many questions of mine. Especially Nithi Rungtanapirom
for offering to be the second reader of this thesis. Last but not least, I would like to thank my family
and friends for their support.
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1. Local calculations with Galois groups

Let 𝐾 be a global field, i.e. a number field or a function field over a finite field. Given a separable,
irreducible polynomial 𝑓 of degree 𝑛 over 𝐾 we want to calculate its Galois group, by that we mean
the Galois group of its splitting field. Let 𝒪𝐾 be the ring of integers of 𝐾. Since the transformation
𝑎𝑛𝑓 (𝑥

𝑎
) does not change the Galois group, we may assume 𝑓 to be monic and defined over 𝒪𝐾 .

Throughout this section we fix the following notation

𝒪𝐿 𝐿

𝒪𝐾[𝑥]/(𝑓) 𝒪𝑀 𝑀

𝒪𝐾 𝐾.

Frac()

𝐻
Galois closure with
Galois group G

normal

integral
closure

Frac()

Frac()
deg𝑛

The Galois group 𝐺 acts freely on the roots of 𝑓, so there is an embedding 𝐺 ⊆ S𝑛. Note that the
action is described purely by the field extensions. Namely by letting𝐺 act on𝐺/𝐻 = Hom𝐾(𝑀, 𝐾) =
Hom𝐾(𝑀, 𝐿) with 𝐾 being the algebraic closure of 𝐾. This corresponds to the action on the roots
upon a choice of an embedding into the algebraic closure. This action commutes with passing to
local fields and specializations. Our goal is to describe 𝐺 by such local calculations.

Lemma 1.1. Since 𝑓 is irreducible, 𝐺 ⊆ S𝑛 is transitive.

Proof. Given zeroes 𝛼 and 𝛼′ of 𝑓, we get an isomorphism 𝐾(𝛼) → 𝐾(𝛼′). This map extends to an
automorphism of the normal closure. □

Definition 1.2. Let 𝛼1,… , 𝛼𝑛 be the zeroes of 𝑓 with multiplicity. The discriminant of 𝑓 is

Δ𝑓 =∏
𝑖<𝑗

(𝛼𝑖 − 𝛼𝑗)2 ∈ 𝐾.

Remark 1.3. The discriminant is zero if and only if 𝑓 is inseparable.

Remark 1.4. The discriminant equals the resultant of 𝑓 with its derivative up to a sign

Δ𝑓 = (−1)
𝑛(𝑛−1)

2 res(𝑓, 𝑓′).
Furthermore the resultant can be calculated via division with remainder in the following sense. Let
𝑎 ∈ 𝐾, 𝑓, 𝑔, ℎ be polynomials over 𝐾 and 𝑐 the top coefficient of 𝑔, then

res(𝑓, 𝑎) = res(𝑎, 𝑓) = 𝑎deg(𝑓)

res(𝑓, 𝑔) = (−1)deg(𝑓) deg(𝑔)res(𝑔, 𝑓)
res(𝑓, 𝑔) = 𝑐deg(𝑓)−deg(𝑓−ℎ𝑔)res(𝑓 − ℎ𝑔, 𝑔).

Lemma 1.5. Assuming char(𝐾) ≠ 2, the discriminant is a square if and only if 𝐺 ⊆ A𝑛.

Proof. The discriminant is a square if and only if∏𝑖<𝑗(𝛼𝑖 − 𝛼𝑗) is invariant under 𝐺. The largest
subgroup of S𝑛 fixing this term is A𝑛. □

If not stated otherwise, by a prime in the ring of integers of a field, a codimension one prime
ideal is meant. Since 𝒪𝑀/𝒪𝐾 and 𝒪𝐿/𝒪𝐾 are finite extensions of Dedekind domains, there is a
decomposition of primes of 𝒪𝐾 in 𝒪𝑀 and 𝒪𝐿. Given 𝑝 = ∏𝑞∣𝑝 𝑞

e𝑞 , let e𝑞 denote the ramification
index and let f𝑞 = [𝜅(𝑞) ∶ 𝜅(𝑝)] denote the inertia degree. A prime 𝑝 is said to be unramified if
e𝑝 = 1, ramified if e𝑝 > 1, tamely ramified if 𝑝 is ramified and 𝑝 ∤ e𝑝, wildly ramified if 𝑝 ∣ e𝑝.
By 𝑞 ∣ 𝑝 we denote primes that lie above 𝑝 and let {𝑞 ∣ 𝑝} denote the set of all of those.
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Remark 1.6. For 𝒪𝑀 we have the equation

∑
𝑞∣𝑝

e𝑞f𝑞 = 𝑛.

And since 𝐿 is Galois, all primes {𝑞 ∣ 𝑝} over a given prime 𝑝 are conjugate, so for 𝒪𝐿 we get

#{𝑞 ∣ 𝑝} ⋅ e𝑝f𝑝 = #𝐺.
Definition 1.7. Let 𝑝 be a prime in 𝒪𝐾 and 𝑞 ∣ 𝑝 a prime above 𝑝. The subgroup

𝒟𝑞∣𝑝 = {𝑔 ∈ 𝐺 ∣ 𝑔𝑞 = 𝑞}
is called the decomposition group and

ℐ𝑞∣𝑝 = {𝑔 ∈ 𝒟𝑞∣𝑝 ∣ 𝑔 = 𝑖𝑑 in 𝜅(𝑞)}
is called the inertia group. Both are well defined up to conjugation on {𝑞 ∣ 𝑝}. We denote by𝒟𝑝 and
ℐ𝑝 a representative.
Let𝒪𝐾 be the ring of integers of a global field𝐾. Given a prime𝑝 in𝒪𝐾 , we get a discrete valuation

𝜈𝑝 and a norm on 𝐾 by taking 𝑒−𝜈𝑝 . The completion of 𝐾 with respect to that norm, denoted by 𝐾𝑝,
is called a (non-Archimedean) local field. This coincides with the fraction field of the completion
𝒪𝐾 of 𝒪𝐾 , i. e. lim←−−𝑛

𝒪𝐾/𝑝𝑛.

Proposition 1.8. Let 𝐾 be a local field with valuation 𝜈𝐾 and 𝐿/𝐾 a finite extension. Then 𝜈𝐾 can be
uniquely extended to 𝐿 and 𝐿 is complete. The extension is given by

𝜈𝐿 =
1

[𝐿 ∶ 𝐾]𝜈𝐾(𝒩𝐿/𝐾)

where𝒩𝐿/𝐾 denotes the norm.

Proof. [4, Theorem 4.8] □

Lemma 1.9. Let 𝐿/𝐾 be an extension of local fields with extension of valuations 𝜈𝐿/𝜈𝐾 . Then 𝜈𝐿 has
image 1

e
im(𝜈𝐾), where e denotes the ramification index.

Proof. Choose uniformizers 𝜋𝐾 , 𝜋𝐿 of 𝐾, 𝐿 and write 𝜋𝐾 = 𝑢𝜋e𝐿 for some unit 𝑢. We have
𝜈𝐾(𝜋𝐾) = 𝜈𝐿(𝜋𝐾) = 𝜈𝐿(𝑢𝜋𝑒𝐿) = 𝑒.

Since 𝜈𝐾(𝜋𝐾) and 𝜈𝐿(𝜋𝐿) generate their respective valuation group, we get the claim. □

Given an extension of global fields 𝐿/𝐾 with rings of integers 𝒪𝐿/𝒪𝐾 and a prime 𝑝 we get
𝒪𝐿 ⊗𝒪𝐾 𝒪𝐾 = 𝒪𝐿 ⊗𝒪𝐾 lim←−−

𝑛
𝒪𝐾/𝑝𝑛 = lim←−−

𝑛
𝒪𝐿/𝑝𝑛𝒪𝐿 = lim←−−

𝑛
𝒪𝐿/∏

𝑞∣𝑝
𝑞𝑛e𝑞 =∏

𝑞∣𝑝
𝒪𝐿𝑞, (1)

where 𝒪𝐿𝑞 denotes the completion w. r. t. the prime 𝑞. Looking at the fraction fields we then have
an isomorphism of étale 𝐾𝑝-algebras

𝐿 ⊗𝐾 𝐾𝑝 =∏
𝑞∣𝑝

𝐿𝑞. (2)

The dimension of an étale 𝐾-algebra is invariant under base change to a field extension. Hence, we
have

[𝐿 ∶ 𝐾] = dim𝐾𝑝 𝐿 ⊗𝐾 𝐾𝑝 = ∑
𝑞∣𝑝
[𝐿𝑞 ∶ 𝐾𝑝]. (3)

In the particular case of 𝐿/𝐾 being Galois this gives rise to the following lemma

Lemma 1.10. Let 𝑞 be a prime above 𝑝 in 𝒪𝐿. The Galois group of the extension of local fields 𝐿𝑞/𝐾𝑝
is given by𝒟𝑝. This commutes with the action on the roots of 𝑓.
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Proof. Since a finite field extension of a complete field is complete, 𝐿𝑞 is the splitting field of 𝑓, thus
𝐿𝑞 is Galois. An automorphism 𝑔 ∈ 𝐺 is continuous with respect to the norms given by 𝑞 and 𝑔𝑞.
So there is an induced isomorphism on the completions 𝐿𝑞 → 𝐿𝑔𝑞. This gives an embedding

𝒟𝑝 ↪ Gal(𝐿𝑞/𝐾𝑝)

which commutes with the choice of an embedding into the algebraic closure 𝐾𝑝. By (1) all 𝐿𝑞 have
the same degree e𝑝f𝑝. Since𝒟𝑝 is the stabilizer of the transitive action on {𝑞 ∣ 𝑝}, we have

|𝐺|
|{𝑞 ∣ 𝑝}| = |𝒟𝑝| ≤ |Gal(𝐿𝑞 ∶ 𝐾𝑝)| =

|𝐺|
|{𝑞 ∣ 𝑝}| .

Hence the above map is surjective. □

In particular we nowhave different ways to look at the ramification and decomposition of primes.
We can either look at the global field or, according to (1) restrict to the local field.

Lemma 1.11. The sequence
1 → ℐ𝑝 → 𝒟𝑝 → Gal(𝜅(𝑞)/𝜅(𝑝)) → 1

is exact.

Proof. The inertia group is the kernel per definition, so we need to show the surjectivity of 𝒟𝑝 →
Gal(𝜅(𝑞)/𝜅(𝑝)). Let 𝛼 ∈ 𝒪𝐿 be a generator of 𝜅(𝑞)/𝜅(𝑝) and let ℎ = ∏𝑔∈𝒟𝑝

(𝑡 − 𝑔(𝛼)) ∈ 𝐿𝒟𝑝 be its
characteristic polynomial. Since 𝐿𝒟𝑝/𝐾 has trivial residue field extension, ℎ reduces to a polynomial
̄ℎ ∈ 𝜅(𝑝)[𝑡]. With𝛼 being a root of ̄ℎ, so is Frob𝜅(𝑝)(𝛼). Hence, some 𝑔 ∈ 𝒟𝑝 reduces to the generator

Frob𝜅(𝑝). □

Remark 1.12. The ramification index is given by the order of the inertia group #ℐ𝑝 = e𝑝. This
follows from the above exact sequence

|ℐ𝑝| =
|𝒟𝑝|

|Gal(𝜅(𝑞)/𝜅(𝑝))| =
|𝐺|

f𝑝 ⋅ |{𝑞 ∣ 𝑝}|
= e𝑝.

The Frobenius element gives rise to a special subset in𝒟𝑝.

Definition 1.13. Let 𝑝 be a prime in 𝐾. Denote by Frob𝑝 ⊆ Gal(𝐿/𝐾) the preimage of the Frobenius
element Frob𝜅(𝑝) under the surjection 𝒟𝑝 ↠ Gal(𝜅(𝑞)/𝜅(𝑝)). For 𝑝 unramified this is just one
element, also denoted by Frob𝑝.

Lemma 1.14 (Dedekind’s Theorem). Let 𝑝 be unramified and let 𝑓1,… , 𝑓𝑟 denote the inertia degrees
of the primes 𝑞1,… , 𝑞𝑟 over 𝑝 in𝒪𝑀 . Then Frob𝑝 has cycle type (𝑓1,… , 𝑓𝑟) in𝒟𝑝, i. e. it is a product of
disjoint cycles of corresponding length.

Proof. Being unramified in 𝑝 is equivalent to the vanishing of ℐ𝑝, so the exact sequence from lemma
1.11 results in𝒟𝑝 ≅ Gal(𝜅(𝑞)/𝜅(𝑝)). Since 𝐿 is built by successive adding of roots of 𝑓, so is 𝜅(𝑞). In
other words, 𝜅(𝑞) is the splitting field of 𝑓 over 𝜅(𝑝). Restricted to 𝜅(𝑞𝑖) the Frobenius is a cycle of
length 𝑓𝑖. □

Definition 1.15. The normal subgroup ℐ𝑤𝑝 = ker(𝒟𝑝 → Aut(𝒪𝐿𝑞/𝑞2)) is called the wild inertia
group, again well defined on {𝑞 ∣ 𝑝} up to conjugation. The quotient ℐ𝑡𝑝 = ℐ𝑝/ℐ𝑤𝑝 is called the tame
inertia group.

Lemma 1.16. Let 𝑞 ∣ 𝑝. The sequence
1 → ℐ𝑤𝑝 → ℐ𝑝 → ℐ𝑡𝑝 → 1

is exact with ℐ𝑤𝑝 a 𝑝-group and ℐ𝑡𝑝 ≅ 𝜇e𝑝(𝜅(𝑞)). Furthermore 𝜇e𝑝(𝜅(𝑞)) is cyclic of order the prime to
char𝜅(𝑝) part of e𝑝.
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Proof. The sequence is exact by definition. We may look at the extension of local rings for the ram-
ification, so assume 𝒪𝐿/𝒪𝐾 to be an extension of discrete valuation rings with fraction fields 𝐿/𝐾.
Let 𝜋𝒪𝐿 and 𝜋𝒪𝐾 be uniformizers and set 𝑒 = e𝑝, we have 𝜋𝒪𝐾 = 𝑢𝜋𝑒𝒪𝐿 for some unit 𝑢. For 𝑔 ∈ ℐ𝑝
write 𝑔(𝜋𝒪𝐿) = 𝜃𝑔𝜋𝒪𝐿 with 𝜃𝑔 ∈ 𝒪×

𝐿 . Then we get

𝜋𝒪𝐾 = 𝑔(𝜋𝒪𝐾 ) = 𝑔(𝑢𝜋𝑒𝒪𝐿) = 𝑔(𝑢)𝑔(𝜋𝒪𝐿)𝑒 = 𝑔(𝑢)𝜃𝑒𝑔𝜋𝑒𝒪𝐿 =
𝑔(𝑢)
𝑢 𝜃𝑒𝑔𝜋𝒪𝐾 .

Since 𝑔 acts trivial on 𝜅(𝑞), we have a group homomorphism

𝜃∶ ℐ𝑝 → 𝜇𝑒(𝜅(𝑞)), 𝑔 ↦ 𝜃𝑔

with kernel ℐ𝑤𝑝 . One then shows that the kernel is a 𝑝-group. (cf. [6, Lemma 09EE]) □

Lemma 1.17. Let 𝑝 be a prime in 𝒪𝐾 that is unramified in the extension 𝑅 = 𝒪𝐾[𝑡]/(𝑓). Denote by
𝑞1,… , 𝑞𝑟 the primes above 𝑝 in 𝑅. Then the local rings 𝑅𝑞𝑖 are DVRs. Hence, 𝑝 is unramified in 𝒪𝑀 .

Proof. Since 𝑝 is unramified in 𝑅, the reduction ̄𝑓 ∈ 𝜅(𝑝) is separable. Write

̄𝑓 =∏�̄�𝑖 ∈ 𝜅(𝑝)[𝑡]

as a decomposition of irreducible factors with f𝑖 ∈ 𝒪𝐾[𝑡] that reduce to �̄�𝑖. Take a uniformizer 𝜋
of the local ring 𝒪𝐾,𝑝 and denote by 𝑚𝑖 the maximal ideal of 𝑅𝑞𝑖 . Upon the right choice of the
numbering, we have

𝑚𝑖 = (𝜋, 𝑓𝑖) = (𝜋, 𝑓𝑖 ∏
𝑗≠𝑖

𝑓𝑗
⏟
∈𝑅×𝑞𝑖

) = (𝜋).

By [5, Proposition 2], the local ring 𝑅𝑞𝑖 is a DVR since it is principle. □

Remark 1.18. Since the ring extensions we are looking at are of finite type and the residue fields
are perfect, we see that our definition of unramified coincides with the definition of an unramified
morphism of rings. (cf. [6, Section 00US])

Lemma 1.19 (Abhyankar’s lemma). Let𝑀/𝐾 be a finite, separable extension of local fields with rami-
fication index 𝑒. Assume𝑀 = 𝑀1𝑀2 to be the compositum of two intermediate fields with ramification
indices 𝑒1 and 𝑒2. If at least one of those extensions is tamely ramified, then

𝑒 = lcm(𝑒1, 𝑒2).

Proof. The proof in [7, Theorem 3.9.1] for function fields works as well in this case. □

Remark 1.20. Similar to Dedekind’s theorem (lemma 1.14) we can assign a cycle type to tamely
ramified primes. Let 𝑝 be a prime in 𝒪𝐾 and let 𝑞1,… , 𝑞𝑟 be the primes above 𝑝 in 𝒪𝑀 . Denote by
𝑒1,… , 𝑒𝑟 their ramification indices and by 𝑓1,… , 𝑓𝑟 their inertia degrees. By (2) the polynomial 𝑓 de-
composes into irreducible factors ℎ1,… , ℎ𝑟 of degree degℎ𝑖 = 𝑒𝑖𝑓𝑖 over 𝐾𝑝. So we get an embedding

𝒟𝑝 ⊆ S𝑒1𝑓1 ×… × S𝑒𝑟𝑓𝑟 ⊆ S𝑛

with transitive action on each of those 𝑒𝑖𝑓𝑖 zeroes.
Fix a prime 𝑞 ∣ 𝑝 in𝒪𝐿 and a zero 𝛼𝑖 of ℎ𝑖 for each 𝑖. We are interested in the action of the inertia

group on the zeroes of 𝑓. Hence, let 𝐾 = 𝐾𝑝 and 𝐿 = 𝐿𝑞. Looking at the fixed field of the inertia
7
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group we have

𝐿 = 𝐿ℐ𝑝(𝛼1)𝐿ℐ𝑝(𝛼2)…𝐿ℐ𝑝(𝛼𝑟)

𝐿ℐ𝑝(𝛼1) … 𝐿ℐ𝑝(𝛼𝑟)

𝐿ℐ𝑝(𝛼1) = 𝐿ℐ𝑝𝐾(𝛼1) … 𝐿ℐ𝑝(𝛼𝑟)

𝐿ℐ𝑝

𝐾(𝛼1)

𝐾

Galois
closure

Galois
closure

defined by an
irreducible
factor of ℎ1

unramified,
degree f𝑞

degree e1f1

.

Note that it is enough to take one zero of each ℎ𝑖, since the irreducible factors of ℎ𝑖 are already
permuted by 𝒟𝑝/ℐ𝑝. Since 𝐿/𝐿ℐ𝑝 is totally ramified of degree e𝑞, every subextension is also totally
ramified. Hence, using Abhyankar’s lemma (lemma 1.19), we see that the degree of 𝐿ℐ𝑝(𝛼𝑖)/𝐿ℐ𝑝
equals e𝑖.
So we get an embedding

ℐ𝑝 ⊆ S𝑒1 ×… × S𝑒1⏟⎵⎵⎵⏟⎵⎵⎵⏟
𝑓1

×… × S𝑒𝑟

with transitive image under the projection onto each factor.
If all primes above 𝑝 in 𝒪𝑀 are tamely ramified, they are also tamely ramified in 𝒪𝐿 by Ab-

hyankar’s Lemma, so the inertia group ℐ𝑝 = ℐ𝑡𝑃 is cyclic. Hence, any generator has cycle type
(𝑒1)… (𝑒1)⏟⎵⎵⏟⎵⎵⏟

𝑓1

…(𝑒𝑟)… (𝑒𝑟)⏟⎵⎵⏟⎵⎵⏟
𝑓𝑟

∈ ℐ𝑝.

Definition 1.21. Let𝑓 = 𝑎𝑛𝑥𝑛+…+𝑎0 be a polynomial and 𝜈 a discrete valuation on the coefficients.
The lower convex hull of the nodes (𝑖, 𝜈(𝑎𝑖)) is called the Newton polygon of 𝑓.
Lemma 1.22. Let 𝐾 be a local field and let 𝑓 be a polynomial over 𝐾. Denote by 𝜈 the unique contin-
uation of the valuation on 𝐾 to the splitting field of 𝑓. Given a line segment 𝑙 in the Newton polygon of
𝑓, let−𝑠𝑙 be the slope and 𝑑𝑙 the 𝑖-distance of 𝑙. Then there are exactly 𝑑𝑙 roots of 𝑓 with 𝜈-valuation 𝑠𝑙.
Proof. [4, Proposition 6.3] □
Lemma 1.23. If 𝐺 is both 2-transitive and contains a transposition, then 𝐺 equals 𝑆𝑛.
Proof. Let the transposition be given by (𝑖𝑗). For any 𝑘, 𝑙 there is a 𝜎 ∈ 𝐺, such that 𝜎(𝑖) = 𝑘 and
𝜎(𝑗) = 𝑙. Since (𝑘𝑙) = 𝜎(𝑖𝑗)𝜎−1, all transpositions are already contained in 𝐺. The only group
containing all transpositions is S𝑛. □
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2. Chebotarev density theorem

Ramification. Let 𝑓∶ 𝑌 → 𝑋 be a morphism of 𝑘-schemes for a field 𝑘. Denote byΩ𝑋/𝑌 the sheaf
of relative differentials. I will list a few basics about differentials that we are going to use later on
(cf. [6, Section 01UM] and [6, Section 0C1B]).

Lemma 2.1. Let 𝜄∶ 𝑌 ↪ 𝑍 be a closed immersion of schemes over 𝑋 with ideal sheaf ℐ. The sequence

ℐ/ℐ2 d−→ 𝜄∗Ω𝑍/𝑋 → Ω𝑌/𝑋 → 0
is exact.

Lemma 2.2. The sequence
𝑓∗Ω𝑋/𝑘

𝑓∗−−→ Ω𝑌/𝑘 → Ω𝑌/𝑋 → 0
is exact.

Denote by 𝔇𝑓 the different of 𝑓, i. e. the annihilator of the relative differentials. By counting the
degree, for curves we get:

Lemma 2.3 (Riemann-Hurwitz formula). Let 𝑋, 𝑌 be geometrically connected, smooth projective
curves and let 𝑓 be generically étale. Then we have

2g𝑌 − 2 = deg(𝑓)(2g𝑋 − 2) + deg𝔇𝑓 = deg(𝑓)(2g𝑋 − 2) + ∑
𝑦∈𝑌

𝜈𝑦(𝔇𝑓) deg 𝑦.

Remark 2.4. If 𝑌/𝑋 is further generically Galois with Galois group 𝐺 we can rewrite the formula to

2g𝑌 − 2 = |𝐺| (2g𝑋 − 2 + ∑
𝑥∈𝑋

𝜈𝑦(𝔇𝑓)
e𝑥

deg𝑥)

where we take any 𝑦 in the fiber of 𝑥.
Remark 2.5. To give a more explicit formula for 𝜈𝑦(𝔇𝑓) we look at local generators. Let 𝜋𝑥, 𝜋𝑦 be
uniformizers of 𝒪𝑋,𝑥, 𝒪𝑌,𝑦. Since 𝑋 and 𝑌 are smooth, the module of differentials is an invertible
sheaf. Assume 𝜅(𝑦)/𝑘 to be separable, then d𝜋𝑥 (resp. d𝜋𝑦) generateΩ𝑋/𝑘,𝑥 (resp. Ω𝑌/𝑘,𝑥). We have

𝜋𝑥 = 𝑢𝜋e𝑦𝑦
for some unit 𝑢. In terms of these generators we can give 𝑓∗ in lemma 2.2 explicitly

𝑓∗(d𝜋𝑥) = d(𝑓∗𝜋𝑥) = d(𝑢𝜋e𝑦𝑦 ) = 𝑢e𝑦𝜋
e𝑦−1
𝑦 d𝜋𝑦 + 𝜋e𝑦𝑦 d𝑢.

Write d𝑢 = 𝑣d𝜋𝑦. Since 𝑓∗(d𝜋𝑥) generates 𝔇𝑓, we have

𝜈𝑦(𝔇𝑓) = 𝜈𝑦(𝑢e𝑦𝜋
e𝑦−1
𝑦 + 𝑣𝜋e𝑦𝑦 ) = (e𝑦 − 1) + 𝜈𝑦(e𝑦 + 𝑣𝜋𝑦) ≥ (e𝑦 − 1) +min{𝜈𝑦(e𝑦), 𝜈𝑦(𝑣) + 1}.

For tame ramification we get
𝜈𝑦(𝔇𝑓) = e𝑦 − 1

and for wild ramification we have
𝜈𝑦(𝔇𝑓) ≥ e𝑦.

Chebotarev density theorem. Let 𝔽𝑞 be a finite field of order a prime power 𝑞. For the rest of the
section we fix the following notation

𝑌 geometrically smooth, connected projective curve

branch locus 𝐵 𝑋/𝔽𝑞 geometrically smooth, connected projective curve

finite étale geometric cover,
generically Galois with group 𝐺

⊆

.

A cover is said to be geometric if the field of constants is the same for both 𝑋 and 𝑌 , or equivalently
the Galois group stays the same under base change to an algebraic closure of 𝔽𝑞.
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To each complex representation 𝜒∶ 𝐺 → GL(𝑉) we can assign a character 𝜒 by taking the trace.
A conjugacy class is the orbit of an element under conjugation. Let ℂ(𝐺) denote the space of

class functions on 𝐺, i. e. maps 𝐺 → ℂ that are constant on conjugacy classes. Characters are class
functions since the trace is invariant under conjugation.
For a subset 𝐶 ⊆ 𝐺 and a class function 𝜒 set

𝜒(𝐶) = 1
|𝐶| ∑𝑔∈𝐶

𝜒(𝑔).

Recall that Frob𝑥 is defined as the preimage of the Frobenius element in 𝑥 (cf. definition 1.13).
In order to count points on 𝑋 we define the linear map 𝜋∶ ℂ(𝐺) → ℂ by

𝜋(𝜒) = ∑
𝑥∈𝑋(𝔽𝑞)

𝜒(Frob𝑥) = ∑
𝑥∈𝑋(𝔽𝑞)

1
ℐ𝑥

∑
𝑔∈Frob𝑥

𝜒(𝑔).

Let 1 denote the constant character and let 1𝐶 be the indicator function for a conjugacy class 𝐶.
We get

𝜋(1) = #𝑋(𝔽𝑞),

𝜋(1𝐶) = #{𝑥 ∈ 𝑋(𝔽𝑞) ⧵ 𝐵 ∣ Frob𝑥 ∈ 𝐶} + ∑
𝑥∈𝐵(𝔽𝑞)

1
ℐ𝑥

∑
𝑔∈Frob𝑥

1𝐶(𝑔).

Lemma 2.6. We have

∑
𝐶

conjugacy
class

1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
= 1
|𝐺| ∑

𝜒≠1
irred. char.

|𝜋(𝜒)|2.

Proof. Setting
⟨𝜒, 𝜒′⟩ = 1

|𝐺| ∑𝑔∈𝐺
𝜒(𝑔)𝜒′(𝑔)

weget aHermitian inner product onℂ(𝑔)with orthonormal basis given by the irreducible characters
of 𝐺.
Let

𝑓 = ∑
𝜒≠1
irred.

𝜋(𝜒)𝜒.

Hence,

⟨𝑓, 𝑓⟩ = 1
|𝐺| ∑𝑔∈𝐺

⎛
⎜⎜
⎝
∑
𝜒≠1
irred.

𝜋(𝜒)𝜒(𝑔)
⎞
⎟⎟
⎠

⎛
⎜⎜
⎝
∑
𝜒≠1
irred.

𝜋(𝜒)𝜒(𝑔)
⎞
⎟⎟
⎠

= 1
|𝐺| ∑𝐶

conj.
class

|𝐶|
⎛
⎜⎜
⎝
∑
𝜒≠1
irred.

𝜋(𝜒)𝜒(𝐶)
⎞
⎟⎟
⎠

⎛
⎜⎜
⎝
∑
𝜒≠1
irred.

𝜋(𝜒)𝜒(𝐶)
⎞
⎟⎟
⎠
.

Using

1𝐶 = 1𝐶 = ∑
𝜒 irred.

⟨1𝐶 , 𝜒⟩𝜒 = |𝐶|
|𝐺| ∑

𝜒 irred.
𝜒(𝐶)𝜒

and the linearity of 𝜋, the above term becomes

|𝐺| ∑
𝐶

conj.
class

1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
.
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On the other hand we can write the sum as

⟨𝑓, 𝑓⟩ = 1
|𝐺| ∑

𝜒,𝜒′≠1
irred.

𝜋(𝜒)𝜋(𝜒′) ∑
𝑔∈𝐺

𝜒(𝑔)𝜒′(𝑔)

= 1
|𝐺| ∑

𝜒=𝜒′≠1
irred.

|𝐺|𝜋(𝜒)𝜋(𝜒′)

= ∑
𝜒≠1
irred.

|𝜋(𝜒)|2

where we use the orthogonality of the irreducible characters. Thus, we get

|𝐺| ∑
𝐶

conj.
class

1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
= ⟨𝑓, 𝑓⟩ = ∑

𝜒≠1
irred.

|𝜋(𝜒)|2.

□
Definition 2.7. Let 𝑥 ∈ 𝑋 be a closed point and 𝑞 ∈ 𝑌 a point above 𝑥 with local ring 𝒪𝑌,𝑞 and
maximal ideal𝑚𝑞. The kernel

𝐺𝑖 = ker (𝒟𝑥 → Aut(𝒪𝑌,𝑞/𝑚𝑖+1
𝑞 ))

is called the 𝑖-th ramification group in 𝑥.
Remark 2.8. For small 𝑖 these occurred already, 𝐺−1 = 𝒟𝑥, 𝐺0 = ℐ𝑥, 𝐺1 = ℐ𝑤𝑥 and 𝐺1/𝐺0 = ℐ𝑡𝑥.
Remark 2.9. By going to the completion, we can assume the extensions of rings of integers to be
generated by one element 𝒪𝑌 = 𝒪𝑋[𝛼] (cf. [4, Lemma 10.4]). Since the action of𝒟𝑥 is determined
by 𝛼, for 𝑖 large enough, the ramification groups are trivial.
Definition 2.10. For a character 𝜒 and a closed point 𝑥 ∈ 𝑋 set

𝑓(𝜒, 𝑥) = ∑
𝑖≥0

|𝐺𝑖|
|𝐺0|

(𝜒(1) − 𝜒(𝐺𝑖)) .

The ideal
ℱ(𝜒) =∏

𝑥
𝑥𝑓(𝜒,𝑥)

is called the Artin conductor of 𝜒.
Lemma 2.11. We have

𝜈𝑥(ℱ(𝜒)) ≤
2
e𝑥
𝜒(1)𝜈𝑞(𝔇𝑌/𝑋)

for any 𝑞 lying over 𝑥.
Proof. By going to the completion, assume 𝒪𝑌 = 𝒪𝑋[𝛼] with monic minimal polynomial 𝑓. It is
enough to show the claim for the totally ramified case. For 𝑔 ∈ 𝐺0 we get

𝜈𝑞(𝑔𝛼 − 𝛼) = max{𝑖, 𝑔 ∈ 𝐺𝑖−1}.
Hence,

∑
𝑖≥0

∑
1≠𝑔∈𝐺𝑖

𝜒(𝑔) = ∑
1≠𝑔∈𝐺0

𝜈𝑞(𝑔𝛼 − 𝛼)𝜒(𝑔).

And for 𝜒 = 1 this gives
∑
𝑖≥0
(|𝐺𝑖| − 1) = ∑

1≠𝑔∈𝐺0

𝜈𝑞(𝑔𝛼 − 𝛼).

The different is generated by 𝑑𝑓 according to lemma 2.1. Writing
𝑓 = ∏

𝑔∈𝐺0

(𝑥 − 𝑔𝛼),
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we get

∑
1≠𝑔∈𝐺0

𝜈𝑞(𝑔𝛼 − 𝛼) = 𝜈𝑞 ( ∏
1≠𝑔∈𝐺0

(𝛼 − 𝑔𝛼)) = 𝜈𝑞(𝑓′) = 𝜈𝑞(𝔇𝑌/𝑋).

Combining all of this, we have

𝜈𝑥(ℱ(𝜒)) = ∑
𝑖≥0

|𝐺𝑖|
|𝐺0|

(𝜒(1) − 𝜒(𝐺𝑖))

= 𝜒(1)
e𝑥

∑
𝑖≥0
(𝐺𝑖 − 1) − 1

e𝑥
∑

1≠𝑔∈𝐺0

𝜈𝑞(𝑔𝛼 − 𝛼)𝜒(𝑔)

= 1
e𝑥

∑
1≠𝑔∈𝐺0

𝜈𝑞(𝑔𝛼 − 𝛼)(𝜒(1) − 𝜒(𝑔))

≤ 2
e𝑥
𝜒(1)𝜈𝑞(𝔇𝑌/𝑋)

where the inequality follows from
|𝜒(𝑔)| ≤ dim𝜒 = 𝜒(1).

□
Theorem 2.12. We have the inequality

∑
𝐶

conjugacy
class

1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
≤ 4𝑞 ( 1

|𝐺|(2g𝑌 − 2) − (g𝑋 − 1))
2
.

Proof. According to [3, Equation (1.4), (4.1)] we have

|𝜋(𝜒)| ≤ ((2g𝑋 − 2)𝜒(1) + degℱ(𝜒)) 𝑞
1
2 .

Combining this with lemma 2.6 and lemma 2.11 we get

∑
𝐶

conjugacy
class

1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
= 1
|𝐺| ∑𝜒≠1

irred.

|𝜋(𝜒)|2

≤ 1
|𝐺| ∑𝜒≠1

irred.

(((2g𝑋 − 2)𝜒(1) + degℱ(𝜒)) 𝑞
1
2 )

2

≤ 1
|𝐺| ∑𝜒≠1

irred.

𝑞 ((2g𝑋 − 2)𝜒(1) + ∑
𝑥∈𝑋

2
e𝑥
𝜒(1)𝜈𝑞(𝔇𝑌/𝑋) deg(𝑥))

2

.

Since

∑
irred.

𝜒(1)2 = ∑
irred.

dimℂ(𝜒)2 = dimℂ (⨁
irred.

𝜒dimℂ 𝜒) = dimℂ Reg = |𝐺|,

together with the Riemann-Hurwitz formula (remark 2.4) we get

∑
𝐶

conjugacy
class

1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
≤ 4𝑞 (g𝑋 − 1 + ∑

𝑥∈𝑋

1
e𝑥
𝜈𝑞(𝔇𝑌/𝑋) deg(𝑥))

2

= 4𝑞 ( 1
|𝐺|(2g𝑌 − 2) − (g𝑋 − 1))

2

□
12



Denote by 𝑋ur = 𝑋 ⧵𝐵 the unramified points in 𝑋 and denote by 𝜋↾𝑋ur the restriction of 𝜋 to 𝑋ur,
i. e. taking the sum over unramified points.

Corollary 2.13 (Chebotarev density theorem). The amount of unramified rational points with given
Frobenius conjugacy class 𝐶 admits the inequality

|𝜋↾𝑋ur(1𝐶) −
|𝐶|
|𝐺|𝜋↾𝑋ur(1)| ≤ 2√|𝐶|𝑞

1
2 ( 1

|𝐺|(2g𝑌 − 2) − (g𝑋 − 1)) + deg𝐵.

Proof. We have
1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
≤ ∑

𝐶
conjugacy
class

1
|𝐶| (𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1))

2
.

Applying theorem 2.12, taking the square root and using

|𝜋↾𝑋ur(1𝐶) −
|𝐶|
|𝐺|𝜋↾𝑋ur(1)| ≤ |𝜋(1𝐶) −

|𝐶|
|𝐺|𝜋(1)| + deg𝐵,

we get the result. □
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3. A polynomial to solve the DLP

Let 𝑝 ≠ 2, 3 be a prime, 𝑞 a power of 𝑝 and 𝑘 ∈ ℕ. Let 𝔽𝑞𝑘 be the finite field with 𝑞𝑘 elements
and 𝐾 = 𝔽𝑞𝑘(𝑎) the function field in one variable.
The polynomial we are looking at is

𝑓 = 𝑡𝑞+2 + 𝑡2 + 𝑎2𝑡 + 𝑎 ∈ 𝔽𝑞𝑘[𝑎, 𝑡] ⊂ 𝐾[𝑡].

The aim is to describe the degree of its irreducible factors in specializations 𝑎 = 𝑎0 for some 𝑎0 ∈
𝔽𝑞𝑘 .

Lemma 3.1. The polynomial 𝑓 is irreducible over 𝐾. Furthermore it is geometrically irreducible in
𝔽𝑞𝑘[𝑎, 𝑡], i. e. stays irreducible under the base change to the algebraic closure 𝔽𝑞𝑘 .

Proof. The polynomial 𝑓 is primitive as a polynomial in 𝑎 as well as a polynomial in 𝑡, i. e. the great-
est common divisor of the coefficients is 1. Hence, by Gauss’s lemma we can verify irreducibility in
either 𝐾[𝑡], 𝔽𝑞𝑘[𝑎, 𝑡] or 𝔽𝑞𝑘(𝑡)[𝑎]. Take 𝑓 to be a polynomial over 𝔽𝑞𝑘(𝑡)

𝑓 = 𝑎2 + 𝑎
𝑡 + (𝑡𝑞+1 + 𝑡).

Since this is a quadratic expression, irreducible factors correspond to zeroes of the form

− 1
2𝑡 ±√

1
4𝑡2 − 𝑡𝑞+1 − 𝑡 = − 1

2𝑡 ±
1
2𝑡
√1 − 4𝑡𝑞+3 − 4𝑡3.

We want to show that 𝑠 = 1 − 4𝑡𝑞+3 − 4𝑡3 is not a square. The discriminant is given by

Δ1−4𝑡𝑞+3−𝑡3 = (−1)
(𝑞+3)(𝑞+2)

2 res(𝑠, 𝑠′)

= (−1)
(𝑞+3)(𝑞+2)

2 12𝑞+3res(𝑠 − 12𝑡𝑠′, 𝑠′)

= (−1)
(𝑞+3)(𝑞+2)

2 12𝑞+3res(1, 𝑠′)

= (−1)
(𝑞+3)(𝑞+2)

2 12𝑞+3 ≠ 0

This implies that the polynomial 𝑠 has distinct roots, in particular 𝑠 is not a square. The same argu-
ment holds over the algebraic closure. □

Lemma 3.2. The discriminant of 𝑓 is given by

Δ𝑓 = (−1)
(𝑞+2)(𝑞+1)

2 𝑎𝑞+1 (𝑎𝑞+3 − 4𝑎𝑞 + 8) ,

in particular 𝑓 ∈ 𝐾[𝑡] is separable.

Proof. We have

𝑓 = 𝑡𝑞+2 + 𝑡2 + 𝑎2𝑡 + 𝑎
𝑓′ = 2𝑡𝑞+1 + 2𝑡 + 𝑎2

and by division with remainder

𝑓 = 𝑡
2𝑓

′ + 1
2𝑎

2𝑡 + 𝑎

𝑓′ = ((
𝑞
∑
𝑖=0

(−1)𝑖 (2𝑎)
𝑖+2

𝑡𝑞−𝑖) + (2𝑎)
2
) (12𝑎

2𝑡 + 𝑎) + 𝑎 (𝑎 − (2𝑎)
2
+ (2𝑎)

𝑞+2
) .
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By remark 1.4 we get

res (𝑓, 𝑓′) = 2𝑞+2−1res (12𝑎
2𝑡 + 𝑎, 𝑓′)

= 2𝑞+2−1res (𝑓′, 12𝑎
2𝑡 + 𝑎)

= (𝑎
2

2 )
𝑞+1

2𝑞+1res (𝑎 (𝑎 − (2𝑎)
2
+ (2𝑎)

𝑞+2
) , 12𝑎

2𝑡 + 𝑎)

= (𝑎2)𝑞+1 𝑎 (𝑎 − (2𝑎)
2
+ (2𝑎)

𝑞+2
)

= 𝑎𝑞+1 (𝑎𝑞+3 − 4𝑎𝑞 + 2𝑞+2)
= 𝑎𝑞+1 (𝑎𝑞+3 − 4𝑎𝑞 + 8) ,

hence

Δ𝑓 = (−1)
(𝑞+2)(𝑞+1)

2 res (𝑓, 𝑓′)

= (−1)
(𝑞+2)(𝑞+1)

2 𝑎𝑞+1 (𝑎𝑞+3 − 4𝑎𝑞 + 8) .
□

This shows that 𝑓 is both irreducible and separable, so the setting is as in section 1. Geometrically,
we get

𝑍 Spec(𝐿)

𝔸2𝔽𝑞𝑘 ⊃ 𝑌0 = Z(𝑓) 𝑌 ⊂ ℙ2𝔽𝑞𝑘 𝑌 Spec(𝑀)

𝔸1 = 𝔸1𝔽𝑞𝑘 ℙ1 = ℙ1𝔽𝑞𝑘 Spec(𝐾)

Galois closure Galois
closure
with
Galois
group G

generic point

projective
closure

pr𝑎

normalization

deg𝑞+2

generic point

generic point

The projective closure 𝑌 of 𝑌0 is given by the homogenization 𝑓# = 𝑡𝑞+2 + 𝑏𝑞𝑡2 + 𝑎2𝑏𝑞−1𝑡 + 𝑏𝑞+1𝑎.
Since the 𝑡 termdominates, pr𝑎 can be extended to the projective closure bymapping the extra points
to infinity. Thus, the two standard affines 𝑌0 = 𝐷(𝑏) and 𝑌∞ = 𝐷(𝑎) in ℙ2 already cover 𝑌 .
By the Galois closure 𝑍 we mean a smooth, geometrically connected projective curve with field

of fractions 𝐿 extending 𝑌 (cf. [6, Theorem 0BY1] for the existence).

Remark 3.3. The curve 𝑌 is not smooth over infinity, so the normalization is a proper extension.
Indeed on 𝑌0 the Jacobi matrix is given by

J𝑓 = (2𝑡𝑞+1 + 2𝑡 + 𝑎2, 2𝑎𝑡 + 1) .
So 𝑌 is smooth if and only if the ideal

ℑ = (𝑡𝑞+2 + 𝑡2 + 𝑎2𝑡 + 𝑎, 2𝑡𝑞+1 + 2𝑡 + 𝑎2, 2𝑎𝑡 + 1)
has no common zero. Since 2𝑎𝑡 + 1 = 1 for 𝑎𝑡 = 0, the zero locus of ℑ does not intersect with the
line Z(𝑎𝑡) and we may restrict to the open D(𝑎𝑡). The calculation

𝑎(𝑎𝑡 + 2) = 𝑎2𝑡 + 2𝑎 = 2(𝑡𝑞+2 + 𝑡2 + 𝑎2𝑡 + 𝑎) − 𝑡(2𝑡𝑞+1 + 2𝑡 + 𝑎2)
shows that the singular points are given by the ideal

ℑ(𝑎𝑡) = (2𝑎𝑡 + 1, 2𝑡𝑞+1 + 2𝑡 + 𝑎2, 𝑎𝑡 + 2).
Since 2𝑎𝑡 + 1 − 2(𝑎𝑡 + 2) = 3 ≠ 0, this does not vanish, hence, 𝑌 is smooth.
The equation

ℎ = 𝑡𝑞+2 + 𝑏𝑞𝑡2 + 𝑏𝑞−1𝑡 + 𝑏𝑞+1
15
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defines 𝑌∞. Its Jacobi matrix is
Jℎ = (2𝑡𝑞+1 + 2𝑏𝑞𝑡 + 𝑏𝑞−1, −𝑡𝑏𝑞−2 + 𝑏𝑞) .

This vanishes for 𝑡 = 𝑏 = 0, so 𝑌 is singular in [1 ∶ 0 ∶ 0].
Proposition 3.4. The ramification of the cover 𝑌 → ℙ1 is given by

• one wildly ramified point over 0 with 𝑒 = 𝑞, 𝑓 = 1
• one simply ramified point over 0, i. e. 𝑒 = 2, 𝑓 = 1
• one simply ramified points over each of the 𝑞 + 3 solutions of 𝑎𝑞+3 − 4𝑎𝑞 + 8
• one tamely ramified point over∞ with 𝑒 = 𝑞+1

2
, 𝑓 = 2 or

two tamely ramified points over∞ with 𝑒 = 𝑞+1
2
, 𝑓 = 1.

Proof. We will first look at the ramification above 0. Denote by 𝑓 the reduction of 𝑓 modulo 𝑎. We
have

𝑓 = 𝑡𝑞+2 + 𝑡2 = 𝑡2(𝑡𝑞 + 1) = 𝑡2(𝑡 + 1)𝑞 ∈ 𝔽𝑞𝑘[𝑡],
so the extension of residue fields is trivial.
The Newton polygon (see definition 1.21) for 𝑓 = 𝑡𝑞+2+𝑡2+𝑎2𝑡+𝑎with respect to the valuation

at 𝑎 = 0 is given by

𝑖

𝜈

0 1 2 𝑞 + 2

1

2

− 1
2

.
Hence, by lemma 1.22 there is a zero 𝛼 of valuation 1

2
in the splitting field of 𝑓. For the right choice

of a point 𝑦 in 𝐾(𝛼) we have 𝜈𝑦(𝛼) =
1
2
. It should be noted that we switch to the local field in 𝑦

here and take the extension of the 𝑎-valuation. By lemma 1.9, the valuation 𝜈𝑦 has image in
1
e𝑦
, thus

2 ∣ e𝑦.
Setting 𝑠 = 𝑡 + 1 the Newton Polygon for

𝑓(𝑠, 𝑎) = (𝑠 − 1)𝑞+2 + (𝑠 − 1)2 + 𝑎2(𝑠 − 1) + 𝑎
= (𝑠 − 1)2(𝑠𝑞 − 1) + (𝑠 − 1)2 + 𝑎2𝑠 + 𝑎 − 𝑎2

= 𝑠𝑞+2 − 2𝑠𝑞+1 + 𝑠𝑞 + 𝑎2𝑠 + 𝑎(1 − 𝑎)
in 𝑎 = 0 is given by

𝑖

𝜈

0 1 𝑞 𝑞 + 2

1

2

− 1
𝑞

.
The transformation is linear and respects the cover. Hence, there is some point with ramification
index divisible by 𝑞. Since 𝑞 and 2 add up to the degree 𝑞 + 2, these numbers need to correspond to
the ramification indices of two different points above 0.
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We will now look at the ramification above 𝑎 = ∞. Taking the affine chart 𝑌∞ with defining
equation ℎ = 𝑡𝑞+2+𝑏𝑞𝑡2+𝑏𝑞−1𝑡 +𝑏𝑞+1, the point we are interested in is 𝑏 = 0. Let 𝐾′/𝐾 be defined
by the equation 𝛽

𝑞+1
2 = 𝑏 and let 𝑀′ = 𝑀𝐾′ be the compositum. The extension 𝐾′/𝐾 is totally

ramified in 𝑏 = 0 with ramification index 𝑞+1
2
. In 𝐾′ we can rewrite

ℎ = 𝑡𝑞+2 + (𝛽
𝑞−1
2 )𝑞+1𝑡 + 𝑏𝑞(𝑡2 + 𝑏).

Set
ℎ̃ = 1

(𝛽
𝑞−1
2 )𝑞+2

ℎ(𝛽
𝑞−1
2 𝑡) = 𝑡𝑞+2 + 𝑡 + 𝑟⏟

𝜈𝛽>0
.

The reduction 𝑡𝑞+2+𝑡 of ℎ̃modulo 𝛽 is separable, so 𝑓 is unramified in 𝛽 = 0. Thus, by lemma 1.17,
the polynomial ℎ̃ locally defines the normalization. Hence, the ramification index of𝑀′/𝐾 over∞
equals 𝑞+1

2
and we get e𝑞 ∣

𝑞+1
2
for any point in 𝑌 lying over∞. Looking at the Newton polygon of

𝑔, we get

𝑖

𝜈

0 1 2 𝑞 + 2

𝑞 − 1

𝑞

𝑞 + 1

−2

−𝑞−1
𝑞+1

.
Thus there are 𝑞 + 1 points, counted with multiplicity and degree above ∞ with 𝑞+1

gcd(𝑞−1,𝑞+1)
=

𝑞+1
2

dividing their ramification index. Combined with the upper bound, we see that there are two
geometric points with ramification index 𝑞+1

2
.

In order to get the remaining ramification, we look at the support of the relative differentials
Ω𝑌/ℙ1 outside of 𝑎 = 0 and 𝑎 = ∞. According to lemma 2.2, on D(𝑎) ⊂ 𝑌 those are given by

(Ω𝑌/𝔸1)↾D(𝑎) = 𝔽𝑞𝑘[𝑎, 𝑡](𝑎)/(𝑓, 𝑓′)(𝑎)d𝑡.
By the division with remainder done in lemma 3.2, we obtain an equality of 𝒪D(𝑎)-ideals

(𝑓, 𝑓′) = (12𝑎
2𝑡 + 𝑎, 𝑎 (𝑎 − (2𝑎)

2
+ (2𝑎)

𝑞+2
)) = (𝑎𝑡 + 2, 𝑎𝑞+3 − 4𝑎𝑞 + 8).

Let 𝑎0 ∈ 𝔸1 be a point in Z(𝑎𝑞+3 − 4𝑎𝑞 + 8). Since 𝑎𝑡 + 2 is linear in 𝑡, there is exactly one point
above 𝑎0 that is ramified with trivial residue field extension. The second derivative does not vanish
in that point

𝑎𝑞
2 𝑓

′′(𝑎0, −
2
𝑎0
) = 𝑎𝑞

2 (2𝑡
𝑞 + 2)(𝑎0, −

2
𝑎0
) = 𝑎𝑞0 − 2 ≠ 0.

Thus, the ramification index is bounded from above by 2, but then it has to equal 2, already. The
derivative 3𝑎𝑞+2 of 𝑎𝑞+3 − 4𝑎𝑞 + 8 does not vanish outside of zero. Hence, there are exactly 𝑞 + 3 of
such branch points counted with degree. □
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Corollary 3.5. The Galois group of 𝑓 is given by the full symmetric group 𝐺 = S𝑞+2.

Proof. We show that 𝐺 is 2-transitive and contains a transposition, the claim then follows from
lemma 1.23. Applying remark 1.20 to the ramification described in proposition 3.4, we see that the
inertia group in the 𝑞 + 3 simply ramified points contains a transposition and ℐ0 is embedded into
S𝑞 × S2 with transitive image under the projections.
Denote by𝑊 the 𝑞 zeroes that S𝑞 is acting on and denote by 𝑇 the other two zeroes. The exact

sequence
1 → ℐ𝑤0⏟

𝑝-group
→ ℐ0 → ℐ𝑡0⏟

prime to 𝑝
→ 1

from lemma 1.16 then tells us that ℐ𝑤0 is embedded into the first factor S𝑞. Since ℐ0 acts transitively
on 𝑊 and ℐ𝑤0 is normal in ℐ0, the orbits ℐ𝑤0 .𝑤 have the same length for every 𝑤 ∈ 𝑊 . The tame
inertia group ℐ𝑡0 acts transitively on the orbits𝑊/ℐ𝑤0 . Indeed, it is defined as the cokernel of ℐ𝑤0 → ℐ0.
Thus we get the equation

|𝑊|⏟
𝑞

= |ℐ𝑤0 .𝑤|⏟⎵⏟⎵⏟
𝑝-power

⋅ |𝑊/ℐ𝑤0 |⏟⎵⏟⎵⏟
prime to 𝑝

.

Hence, |𝑊/ℐ𝑤0 | = 1 and the action of ℐ𝑤0 on𝑊 is transitive.
Fix an element 𝑡 ∈ 𝑇. We want to know if the stabilizer 𝐺𝑡 acts transitively on 𝑍 = 𝑊 ∪ 𝑇 ⧵ {𝑡}.

Let 𝑧, 𝑧′ ∈ 𝑍, we want to find 𝑔 ∈ 𝐺𝑡 with 𝑔𝑧 = 𝑧′. For 𝑧, 𝑧′ ∈ 𝑊 we can find such an element
in ℐ𝑤0 ⊂ 𝐺𝑡 because of the observation above, so we may assume 𝑧 ∈ 𝑇 ⧵ {𝑡}. We know that 𝐺 acts
transitively on 𝑊 ∪ 𝑇. Hence, since |𝑇| = 2 and |𝑊 ∪ 𝑇| = 𝑞 + 2 is odd, there exists an element
𝑔 ∈ 𝐺 with |𝑇 ∩ 𝑔𝑇| = 1. If we can find such a 𝑔 in 𝐺𝑡, looking at 𝑔𝑧, 𝑧′, we are in the setting from
before. So assume 𝑔 ∉ 𝐺𝑡 and upon the right choice of 𝑡 we have 𝑔𝑡 = 𝑧. Take some ℎ ∈ ℐ𝑤0 not
fixing 𝑔𝑧, then 𝑔−1ℎ𝑔 ∈ 𝐺𝑡 is the element we are looking for. □
For a field 𝐾 let g𝐾 denote the genus of a smooth projective model of 𝐾.

Lemma 3.6. Let 𝐿/𝐾 be a finite, geometric Galois extension with Galois group S𝑛. Let 𝑀/𝐾 be an
intermediate field of degree 𝑛 with Galois closure 𝐿. Then the genus of 𝐿 is bounded by

g𝐿 ≤ (𝑛 − 1)! ((𝑛 − 1)g𝑀 + (𝑛 − 2)(𝑛 − 1)
2 ) .

Proof. Write the Galois closure as the compositum 𝐿 = ∏𝛼∶ 𝑀→𝐿 𝛼(𝑀). Choose an order 𝛼1,… , 𝛼𝑛
of those embeddings and set 𝐿𝑖 = 𝐾(𝛼1,… , 𝛼𝑖). We can successively build the compositum to get 𝐿

𝐿 = 𝐿𝑛−1

…

𝐿𝑖

𝐿𝑖−1 𝛼𝑖(𝑀)

… 𝛼𝑖−1(𝑀) 𝐾

𝑛!

(𝑛−𝑖)!

𝑛−𝑖+1

(𝑛−1)!
(𝑛−𝑖)!

𝑛

.

The genus of 𝐿𝑖+1 can then be bounded by Castelnuovo’s Inequality (cf. [7, Theorem 3.11.3])
g𝐿𝑖 ≤ [𝐿𝑖 ∶ 𝐿𝑖−1]g𝐿𝑖−1 + [𝐿𝑖 ∶ 𝛼𝑖(𝑀)]g𝑀 + ([𝐿𝑖 ∶ 𝐿𝑖−1] − 1)([𝐿𝑖 ∶ 𝛼𝑖(𝑀)] − 1)

= (𝑛 − 𝑖 + 1)g𝐿𝑖−1 +
(𝑛 − 1)!
(𝑛 − 𝑖)! g𝑀 + (𝑛 − 𝑖) ((𝑛 − 1)!

(𝑛 − 𝑖)! − 1)

= (𝑛 − 𝑖 + 1)(g𝐿𝑖−1 − 1) + 1 + (𝑛 − 1)!
(𝑛 − 𝑖)! (g𝑀 + 𝑛 − 𝑖).
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Thus
g𝐿𝑖 − 1 ≤ (𝑛 − 𝑖 + 1)(g𝐿𝑖−1 − 1) + (𝑛 − 1)!

(𝑛 − 𝑖)! (g𝑀 + 𝑛 − 𝑖).
Setting

𝑎𝑖 =
(𝑛 − 𝑖)!
(𝑛 − 1)! (g𝐿𝑖 − 1),

we get
𝑎𝑖 ≤ 𝑎𝑖−1 + (g𝑀 + 𝑛 − 𝑖).

So in total

𝑎𝑛−1 ≤ 𝑎1 +
𝑛−2
∑
𝑖=1

(g𝑀 + 𝑛 − 𝑖 − 1)

= 𝑎1 + (𝑛 − 2)g𝑀 + (𝑛 − 2)(𝑛 − 1) − (𝑛 − 2)(𝑛 − 1)
2

= 𝑎1 + (𝑛 − 2)g𝑀 + (𝑛 − 2)(𝑛 − 1)
2 .

In terms of g𝐿 with
g𝐿𝑛−1 = (𝑛 − 1)!𝑎𝑛−1 + 1,
𝑎1 = 𝑔𝐿1 − 1 = g𝑀 − 1

we have
g𝐿 = g𝐿𝑛−1 = (𝑛 − 1)!𝑎𝑛−1 + 1

≤ (𝑛 − 1)! (𝑎1 + (𝑛 − 2)g𝑀 + (𝑛 − 2)(𝑛 − 1)
2 ) + 1

= (𝑛 − 1)! (g𝑀 − 1 + (𝑛 − 2)g𝑀 + (𝑛 − 2)(𝑛 − 1)
2 ) + 1

≤ (𝑛 − 1)! ((𝑛 − 1)g𝑀 + (𝑛 − 2)(𝑛 − 1)
2 ) .

□
Lemma 3.7. The genus of 𝐿 is bounded by

𝑞(𝑞 + 2)! ≤ g𝐿 ≤ (𝑞 + 1)2(𝑞 + 1)!.
Proof. Wewill calculate the genus of𝑀 first. Since 𝑌 is a smooth projective curve, wemay calculate
its genus by applying the Riemann-Hurwitz formula (lemma 2.3) to the cover 𝑌/ℙ1. We have

2g𝑀 − 2 = (𝑞 + 2)(2g𝐾 − 2) + ∑
𝑞∈𝑌
tame

(𝑒𝑞 − 1) deg 𝑞 + ∑
𝑞∈𝑌
wild

𝜈𝑞(𝔇𝑌/ℙ1) deg 𝑞.

The tame ramification is given by a simply ramified point above 0, further 𝑞 + 3 simply ramified
points and two geometric points above∞ with ramification index 𝑞+1

2
.

We now calculate the wild ramification, let 𝑦𝑤 be the wildly ramified point above 0. Set 𝑠 = 𝑡+1.
In the proof of proposition 3.4 we have seen that 𝑠 has valuation 1

𝑞
, so 𝑠 is a uniformizer in the local

ring 𝒪𝑌,𝑦𝑤 . Hence, the equation 𝑓𝑤 = 𝑠𝑞+2 − 2𝑠𝑞+1 + 𝑠𝑞 + 𝑎2𝑠 + 𝑎(1 − 𝑎) defines 𝒪𝑌,𝑦𝑤 . Thus,
according to lemma 2.1, d𝑓𝑤 generates the different in 𝑦𝑤 and we get

𝜈𝑦(d𝑓𝑤) = 𝜈𝑦(2(𝑦 − 1)𝑦𝑞 + 𝑎2) = min{𝜈(2(𝑦 − 1)𝑦𝑞)⏟⎵⎵⎵⏟⎵⎵⎵⏟
=𝑞

, 𝜈𝑦(𝑎2)⏟
=2𝑞

} = 𝑞.

In total we get

g𝑀 = 1
2 ((𝑞 + 2)(0 − 2) + 1 + (𝑞 + 3) + 2𝑞 − 1

2 + 𝑞 + 2) = 𝑞 + 1
2 .
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According to lemma 3.5 the Galois group of 𝐿/𝐾 is S𝑞+2, so lemma 3.6 gives

g𝐿 ≤ (𝑞 + 1)! ((𝑞 + 1)g𝑀 + 𝑞(𝑞 + 1)
2 ) = 𝑞 + 1

2 (2𝑞 + 1)(𝑞 + 1)! ≤ (𝑞 + 1)2(𝑞 + 1)!.

By Abhyankar’s lemma (lemma 1.19) the 𝑞+3 points 𝑎1,… , 𝑎𝑞+3 have ramification index e𝑎𝑖 = 2
and e∞ = 𝑞+1

2
in 𝐿. Over 0we just get the lower bound e0 ≥ 2𝑞. Noting that 𝜈𝑦(𝔇𝑍/ℙ1) ≥ e𝑦 −1, we

have

2g𝐿 − 2 = [𝐿 ∶ 𝐾] (g𝐾 − 2 + ∑
𝑥∈ℙ1

𝜈𝑦(𝔇𝑍/ℙ1)
e𝑥

)

≥ (𝑞 + 2)! (−2 + (𝑞 + 3)12 +
𝑞 − 1
𝑞 + 1 +

2𝑞 − 1
2𝑞 )

= (𝑞 + 2)! (𝑞 − 1
2 + 𝑞 − 1

𝑞 + 1 +
2𝑞 − 1
2𝑞 )

≥ 𝑞(𝑞 + 2)!.

□

Theorem 3.8. [2, Theorem 2.] Given a prime power 𝑞 > 61 that is not a power of 4, an integer
𝑘 ≥ 18, coprime polynomials 𝑓0, 𝑓1 ∈ 𝔽𝑞𝑘[𝑡] of degree at most two and an irreducible degree 𝑑 factor ℎ
of 𝑓0𝑡𝑞 − 𝑓1, the DLP (discrete logarithm problem) in 𝔽𝑞𝑘𝑑 ≅ 𝔽𝑞𝑘[𝑡]/(ℎ) can be solved in expected time

𝑞log2 𝑑+𝒪(𝑘).

Taking two at most quadratic polynomials 𝑓0, 𝑓1 amounts to a selection of 6 parameters. Hence,
we have a family 𝐹 over 𝔸6𝔽𝑞𝑘 defined by the equation 𝑓0𝑡

𝑞 − 𝑓1. Irreducible divisors of degree 𝑑 in
a specialization then correspond to degree 𝑑 points on 𝐹 that lie above a 𝔽𝑞𝑘-rational point of 𝔸6.
The family 𝑌0/𝔸1 is a specialization to a quadratic curve in 𝔸6. Hence, we want to find points of

arbitrary degree ≤ 𝑞 + 2 on 𝑌0. Note that the only point leading to non-coprime polynomials 𝑓0, 𝑓1
is 𝑎 = 0.

Proposition 3.9. Let 𝑘 > 𝑞 + 10 and 1 ≤ 𝑑 ≤ 𝑞 + 2. There is a point of degree 𝑑 on 𝑌 lying over an
unramified, 𝔽𝑞𝑘-rational point.

Proof. Denote by 𝐶 ⊂ 𝐺 the conjugacy class of elements of cycle type (𝑑, 𝑞 + 2 − 𝑑). There are

(𝑞 + 2
𝑑 )(𝑑 − 1)! (𝑞 − 𝑑 + 1)! = (𝑞 + 2)!

𝑑(𝑞 + 2 − 𝑑)

elements in 𝐶.
Assume there is no rational, unramified point 𝑥 ∈ 𝑋 with a degree 𝑑 point in its fiber in 𝑌 . By

Dedekind’s theorem (lemma 1.14), such a 𝑥 corresponds to a rational point with Frob𝑥 having cycle
type (𝑑,… ). In particular 𝜋↾𝑋ur(1𝐶) = 0. Applying Chebotarev’s density theorem (corollary 2.13),
we have

|𝜋↾𝑋ur(1𝐶)⏟⎵⎵⏟⎵⎵⏟
=0

−|𝐶||𝐺| 𝜋↾𝑋ur(1)⏟⎵⏟⎵⏟
≥𝑞𝑘−𝑞−5

| ≤ 2√|𝐶|𝑞
𝑘
2 ( 1

|𝐺|(2g𝐿 − 2) − (g𝐾 − 1)) + (𝑞 + 5)

≤ 2
√

(𝑞 + 2)!
𝑑(𝑞 + 2 − 𝑑)𝑞

𝑘
2 ( 1

(𝑞 + 2)! ((2(𝑞 + 1)2(𝑞 + 1)! − 2) + 1)) + 𝑞 + 5

≤ 2
√

(𝑞 + 2)!
𝑑(𝑞 + 2 − 𝑑)𝑞

𝑘
2 (2𝑞 + 3) + 𝑞 + 5
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Multiplying with |𝐺|
|𝐶|

= 𝑑(𝑞 + 2 − 𝑑), we get

𝑞𝑘 ≤ 2√𝑑(𝑞 + 2 − 𝑑)(𝑞 + 2)!𝑞
𝑘
2 (2𝑞 + 3) + 𝑑(𝑞 + 2 − 𝑑)(𝑞 + 5) + 𝑞 + 5

≤ 2√(𝑞 + 2)4𝑞!𝑞
𝑘
2 (2𝑞 + 3) + (𝑞 + 5)(𝑞 + 2)2 + 𝑞 + 5

≤ 2√(𝑞 + 2)4𝑞𝑞𝑞
𝑘
2 (2𝑞 + 3) + (𝑞 + 5)(𝑞 + 2)2 + 𝑞 + 5

= 2(𝑞 + 2)2𝑞
𝑞
2 𝑞

𝑘
2 (2𝑞 + 3) + (𝑞 + 5)(𝑞 + 2)2 + 𝑞 + 5

≤ 3(𝑞 + 2)2𝑞
𝑞
2 𝑞

𝑘
2 (2𝑞 + 3) ≤ 𝑞

𝑞
2+5𝑞

𝑘
2 .

Taking the logarithm gives
𝑘 ≤ 𝑞

2 + 5 + 𝑘
2 .

So for 𝑘 > 𝑞 + 10 there has to be a point with the desired properties. □
Remark 3.10. The cover 𝐹/𝔸6 specializes to 𝑌/𝔸1. Hence, it has Galois group 𝑆𝑞+2 itself.
We see that the obstruction for a smaller bound on 𝑘 in the proof is the order of 𝐺. So we may

be interested in polynomials with smaller Galois groups, even though such a polynomial will not
admit irreducible factors of arbitrary degree. We drop the assumption on 𝑝 ≠ 2, 3 from now on. As
an example we look at [1, Appendix by Serre] where Serre gives a proof that the Galois group of

𝑔 = 𝑡𝑞+1 + 𝑎𝑡 + 1
is given by the projective special linear group PSL(2, 𝑞). In order to understand the action of the
Galois group on the roots, I will give a short outline of the proof.

Lemma 3.11. The polynomial 𝑔 defines a geometric cover with Galois group PSL(2, 𝑞).
Proof. Let 𝐺 = PGL(2, 𝑞) act on 𝐿 = 𝔽𝑞𝑘(𝑧) via Möbius transformation, i. e.

(𝑎 𝑏
𝑐 𝑑) 𝑡 =

𝑎𝑡 + 𝑏
𝑐𝑡 + 𝑑 .

Taking invariants 𝐾 = 𝔽𝑞𝑘(𝑡)𝐺, we get a geometric Galois extension 𝐿/𝐾 with Galois group 𝐺. Ac-
cording to Lüroth’s theorem, 𝐾/𝔽𝑞𝑘 is purely transcendental, so write 𝐾 = 𝔽𝑞𝑘(𝑢). In other words,
we have a geometric cover

𝑍 = ℙ1

𝑋 = 𝑍/𝐺 = ℙ1
.

The ramification is given by
• the 𝑞2 − 𝑞 points 𝑍(𝔽2) ⧵ 𝑍(𝔽𝑞) that are tamely ramified over 0 with e0 = 𝑞 + 1,
• the 𝑞 + 1 points 𝑍(𝔽𝑞) that are wildly ramified over∞ with inertia group a triangular sub-
group of order 𝑞(𝑞 − 1).

Set 𝑀 = 𝐿ℐ∞ . The intersection of the triangular subgroups of PGL(2, 𝑞) is trivial, so 𝐿 = 𝐿⋂𝑧∣∞ ℐ𝑧

is the Galois closure of𝑀/𝐾. We again have that𝑀 = 𝔽𝑞𝑘(𝑦) is purely transcendental. A defining
equation for𝑀/𝐾 is given by

̃𝑔 = (𝑦 + 1)𝑞+1 − 𝑢𝑦𝑞,
while 𝐿/𝐾 is given by the relation

𝑢 = (𝑏(𝑡)𝑞−1 + 1)𝑞+1
𝑏(𝑡)𝑞(𝑞−1)

with
𝑏 = 𝑡𝑞 − 1.
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Let 𝐾′/𝐾 be defined by the equation 𝑎𝑞+1 = 𝑢 and let 𝐿′ = 𝐾′𝐿 denote the compositum. We have
the intersection 𝐾′∩𝐿 = 𝐾(𝑢

1
2 ). This coincides with the geometric intersection, so the Galois group

and the geometric Galois group coincide. Hence, 𝐿′/𝐾′ is a geometric cover with Galois group PSL2.
Note that the intersection is trivial in characteristic 2, but in that casewe have PGL(2, 𝑞) = PSL(2, 𝑞).
Now writing ̃𝑔 in terms of 𝑎 and substituting 𝑡 = 𝑦+1

𝑎𝑦
, we get

𝑔 = 𝑡𝑞+1 − 𝑎𝑡 + 1

which gives the same Galois group as the polynomial stated. □

Lemma 3.12. The following cycle lengths 𝑑 occur for elements in PSL(2, 𝑞) under the action onℙ1(F𝑞)
• 𝑑 = 𝑝

• {𝑑 ∣
𝑞−1
2

𝑝 ≠ 2
𝑑 ∣ 𝑞 − 1 𝑝 = 2

• {𝑑 ∣
𝑞+1
2

𝑝 ≠ 2
𝑑 ∣ 𝑞 + 1 𝑝 = 2.

Proof. Assume 𝑝 ≠ 2 first. We have

|PSL(2, 𝑞)| = (𝑞 − 1)𝑞(𝑞 + 1)
2 .

Take 𝐴 ∈ SL(2, 𝑞) and let 𝑓 be its characteristic polynomial.
We first consider 𝑓 to be reducible, then 𝐴 has Jordan normal form

(∗ ∗
0 ∗) .

Since the cycle type is invariant under conjugation, we may assume 𝐴 to be of this form already. We
then either have

𝐴 = (𝑎 1
0 𝑎)

with 𝑎2 = 1, or

𝐴 = (𝑎 0
0 𝑎−1) .

In the first case we get 𝐴𝑡 = 𝑡 + 1 or 𝐴𝑡 = 𝑡 − 1which fixes∞ and has cycle type (𝑝,… , 𝑝, 1). In the
second case we have 𝐴𝑡 = 𝑎2𝑡, fixing 0 and∞. Hence,

⟨𝑎2⟩ ⊆ (𝔽×𝑞 )2⏟
𝑞−1
2

⊂ 𝔽×𝑞⏟
𝑞−1

describes the cycle of the action on 1 with order equaling the cycle length. Since these groups are
cyclic we get all divisors of 𝑞−1

2
as possible cycle lengths.

Now assuming 𝑓 to be irreducible, we get the commutative diagram

𝔽𝑞[𝑡]/𝑓 M(2, 𝑞) M(2, ⟨1, 𝑡⟩𝔽𝑞)

𝔽𝑞2 End𝔽𝑞(𝔽𝑞2)

𝑐𝑜𝑛𝑗.

𝑎↦⋅𝑎

.
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Hence,
𝑞2−1
2
ℤ (𝑞 − 1)ℤ/(𝑞2 − 1)ℤ ℤ/(𝑞 + 1)ℤ ≅ 𝔽×𝑞2/𝔽×𝑞

ℤ/(𝑞2 − 1)ℤ ≅ 𝔽×𝑞2 GL(2, 𝑞) PGL(2, 𝑞)

𝔽×𝑞

ker

ker

coker

𝒩𝔽𝑞2 /𝔽𝑞 det

commutes. The cycle length of a matrix in 𝔽×𝑞2 ∩ SL(2, 𝑞) = (𝑞 − 1)ℤ/(𝑞2 − 1)ℤ is then given by the
order of its image in 𝔽×𝑞2/𝔽×𝑞 . Since the image is cyclic of order

𝑞−1
2
, we get divisors of 𝑞−1

2
as cycle

lengths.
For characteristic 2 we have equality (𝔽×𝑞 )2 = 𝔽×𝑞 and

(𝑞 − 1)ℤ/(𝑞2 − 1)ℤ → ℤ/(𝑞 + 1)𝑍
is an isomorphism. Hence, giving the stated cycle lengths. □
Proposition 3.13. Let

𝑘 > 12
and let 𝑑 be of the following type

• 𝑑 = 𝑝

• {𝑑 ∣
𝑞−1
2

𝑝 ≠ 2
𝑑 ∣ 𝑞 − 1 𝑝 = 2

• {𝑑 ∣
𝑞+1
2

𝑝 ≠ 2
𝑑 ∣ 𝑞 + 1 𝑝 = 2.

There is an irreducible divisor of degree 𝑑 of 𝑔(𝑡, 𝑎0) for some 𝑎0 ∈ 𝔽𝑞𝑘 .
Proof. With the notation from lemma 3.11

𝐿′ = 𝐾′𝐿 𝐿

𝐾′ 𝐾𝑎𝑞+1−𝑡

we want to first calculate the genus of 𝐿′. Recall that 𝐿/𝐾 has ramification indices e0 = 𝑞 + 1 and
e∞ = 𝑞(𝑞 − 1). Since 𝐾′/𝐾 is ramified over 0 and∞ with ramification index 𝑞 + 1, by Abhyankar’s
lemma 1.19 the ramification indices of 𝐿′/𝐿 are given by

e0 =
lcm(𝑞 + 1, 𝑞 + 1)

𝑞 + 1 = 1

e∞ = lcm(𝑞 + 1, 𝑞(𝑞 − 1))
𝑞(𝑞 − 1) = 𝑞 + 1

2 (𝑒∞ = 𝑞 + 1 for p = 2).

There are 𝑞 + 1 such totally ramified points over∞, so by the Riemann-Hurwitz formula

2g𝐿′ − 2 = 𝑞 + 1
2 (gℙ1 − 2) + (𝑞 + 1)𝑞 − 1

2 = (𝑞 + 1)𝑞 − 3
2 ,

and for 𝑝 = 2
2g𝐿′ − 2 = (𝑞 + 1)(gℙ1 − 2) + (𝑞 + 1)𝑞 = 𝑞2 − 𝑞 − 2.

The action of PSL(2, 𝑞) on the zeroes of 𝑔 corresponds to the action of PGL(2, 𝑞) on
PGL(2, 𝑞)/ℐ∞ = {𝑞 ∣ ∞} = ℙ1(𝔽𝑞).
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Thus, the cycle types of conjugacy classes in PSL(2, 𝑞) are as described in lemma 3.12. We have

|PSL(2, 𝑞)| = {
(𝑞−1)𝑞(𝑞+1)

2
𝑝 ≠ 2

(𝑞 − 1)𝑞(𝑞 + 1) 𝑝 = 2.
Assuming there is no unramified point on 𝐾′ with Frobenius in a given conjugacy class 𝐶, Cheb-
otarev’s density theorem (corollary 2.13) gives

𝑞𝑘 ≤ 2 |𝐺|
√|𝐶|

𝑞
𝑘
2 ( 1

|𝐺| (2g𝐿′ − 2) + 1) + |𝐺|
|𝐶|

≤ 2𝑞
𝑘
2 ((𝑞 + 1)𝑞 − 3

2 + |𝐺|) + |𝐺|

= 𝑞
𝑘
2 ((𝑞 + 1)(𝑞 − 3) + (𝑞 − 1)𝑞(𝑞 + 1)) + (𝑞 − 1)𝑞(𝑞 + 1)

2
≤ 𝑞

𝑘
2 (𝑞2 + 𝑞3) + 𝑞3 ≤ 3𝑞

𝑘
2+3.

Taking the logarithm we get
𝑘 ≤ 1 + 𝑘

2 + 3,
thus 𝑘 ≤ 8. The same calculations for 𝑝 = 2 lead to the bound 𝑘 ≤ 12. Hence, for 𝑘 > 12 there has
to be a point with Frobenius in 𝐶. □
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